Math 342
Writing Assignment
Spring 2007

Due Dates: 
· Final draft due Lesson 23 (for in-class peer review), worth 5 points

· Final paper due Lesson 24, worth 40 points
Goals
1. Provide a hands-on experimental lab to allow you to further explore approximation of functions, both the topics that we have discussed and some that we have not.
2. Allow you to form a bigger picture of interpolation, connecting what you are learning with what you already know.
3. Improve your written technical communication skills.

Authorized Resources: This assignment is INDIVIDUAL EFFORT.  You must complete your own assignment to submit for grading with the following exceptions/clarifications:

1. You may receive help from any DFMS instructor and use information contained on the course web site.

2. You may use any published resource.

3. Remember, never copy verbatim the work of another and submit it as your own, even if you documented it as such.  You may NOT reference work done by Math 342 students in previous semesters.
Expectations for final draft (Lesson 23)  

Your draft should be typed and contain an introduction and most of your body.  While you need not have all equations or pictures, a reader should be able to follow your work.
Directions  
Write a report that addresses the topics/questions given below.  You are being graded on mathematical correctness as well as your ability to effectively communicate in writing.  Your essay should be ~3-8 pages, typed in 12pt Times New Roman font and double-spaced, with one-inch margins.  Feel free to include graphs, tables, and equations, as appropriate; use the Microsoft Equation Editor for any mathematical notation and be sure to accurately label any diagrams or graphs you include in your report.  Finally, make sure that you appropriately document all reference materials.

While you are essentially writing a lab report, keep in mind that this is a writing assignment; your final product should read much more like an essay than a lab report.  You should write a coherent thesis that frames what you have done in light of the bigger picture of function approximation.  Your paper should reflect what you have learned through this exercise.  Note that, in general, you are looking for patterns and connections rather than trying to use specific formulas.

Approximation Applet
The ApproxTool applet allows you to enter a function to approximate and see various approximations to that function, as well as the error in each approximation.  The approximation methods include: 

1. Polynomial interpolation 

2. Cubic splines approximation

3. Least squares polynomial approximation via regression
4. Approximation via Chebyshev polynomials
5. Approximation via Legendre polynomials

6. Taylor series approximation.  

For more information on these methods, see in your textbook: (1) Sections 5.1 and 5.3, (2) Section 5.6, (3) Section 5.8, (4) and (5) Section 5.4, and (6) Section 1.3 and Appendix A.  
You can obtain the ApproxTool applet from the K drive or from http://www.jimrolf.com.  First download the ApproxTool2.8.4.zip file to your computer.  Then, right click on it; select “Extract Here”.  To run the applet, double-click on the .html file in the unzipped folder.  If you have an old version of Java, you may not see anything in the applet; then, you need to install a newer version.  Information on this as well as several other interesting applets written by Dr Jim Rolf of DFMS can be downloaded from the above website.

In addition to giving a graph of the error of each approximation, the applet gives two estimates of the “total” error on the interval: (a) the max norm, or 
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 norm, and (b) the 
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 norm.  Details on these measurements are given in Section 5.4 (and corresponding vector analogues in Section 3.3).

The applet allows you to change the interval of approximation, the window viewing axes, the degree of polynomials used, and several other items.  After changing an item, you may need to hit the “Graph/Reset” button for the change to take effect.  In addition, you can add a node (and corresponding y-value) for the polynomial interpolation and cubic splines by clicking on the graph anywhere there is not already a node.  You can also change the location of a node and/or its y-value by clicking on a dot, holding the button, and moving the mouse.  Note that the nodes start out equally spaced when you hit the “Graph/Reset” button.
Note that the nth-order Chebyshev (and Legendre) approximations can be interpreted in two different ways:

· Numerical Methods approach: where polynomial interpolation is done using the roots of the nth-order Chebyshev (or Legendre) polynomial as the nodes 
· Eigenfunction (Math 346) approach: 
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 for Chebyshev polynomials and 
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 for Legendre polynomials.  If the approximation interval is other than [-1, 1], a linear transformation is needed; see p. 380 for details.  
Activities to Explore
You have two goals: 

(1) To explore the effect of changing various parameters on the errors of both polynomial interpolation (1) and cubic spline interpolation (2), and

(2) To compare the error in function approximation via polynomial interpolation (1) and cubic spline approximation (2) to the error from the other types of function approximation (3-6).

You should pick two different functions to approximate: 
· one function that is either even or odd
· one function that is neither even nor odd.  
These should not be polynomials and should be chosen independently of other students in the course.  You should perform all tasks for both functions, comparing your results.
Interpolating Polynomials
Perform the following tasks for polynomial interpolation, keeping an eye on the error graph and error norms:

1. Explore the effect of introducing error into your data values at a given node; do this by moving a node away from the original function via depressing the mouse on a red data point and dragging this point to the desired location.  Does moving a node location have a global or local effect on the approximation, i.e. does the entire approximation change significantly, or does only a piece of the approximation change?

2. Explore the effect of adding more nodes.  Do this in two ways:
a. First, explore adding more equispaced nodes by changing the number of points used under the function definition and hitting “Graph/Reset”.
b. Second, add more nodes by inserting points at various locations located on the original function curve via clicking on the graph.  Explore putting these points at different locations, e.g., clustered together, spread out, in several clusters, etc.  What happens if you try to put two nodes on top of each other?  Why?

3. If you increase the order of your polynomial approximation, do you observe the Runge phenomenon (see bottom of p. 344 for a description)?  If you do, at what point (order-wise) does become significant?  If you don’t, why do you suppose not?

4. Now, consider the Chebyshev and Legendre approximations.  These methods work by putting the nodes at pre-specified locations; for the order n approximation, the nodes are put at the roots of the 
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 order Chebyshev/Legendre polynomial.  Assuming that you use the same order polynomial approximation, compare the errors of the following three approximations.  What effect does changing the order have?
a. Interpolating polynomial with equispaced nodes
b. Chebyshev polynomial approximation

c. Legendre polynomial approximation
For each of these polynomials compare and contrast error graphs and error norms. Consider problem #5 on p. 385.  (Note that the applet automatically uses scaled and translated Legendre/Chebyshev points.) 

Cubic Splines
Next, explore approximation via cubic spline approximation:

1. Repeat tasks #1 and #2 from the polynomial interpolation section above.  Is there a Runge phenomenon for cubic splines that occurs as more nodes are added?  Why or why not?

2. Which kind of cubic spline does the applet use: natural, not-a-knot, or clamped?  How can you tell?  (Hint: do this via the process of elimination.  You may want to try approximating a cubic polynomial via the applet and/or appropriately using splinetool in MATLAB.)

3. Does moving a node location have a global or local effect on the approximation?  

Least Squares and Taylor Series

Finally, compare polynomial interpolation and cubic splines approximation with the remaining two methods (least squares regression and Taylor series approximation):

1. Compare approximations of the same order (for several different orders).  What similarities and differences do you notice, both in the error graph and the error norms?

2. Which of these six approximation methods are actually interpolation methods?  Why are the other(s) not considered interpolation methods?

3. Compare least squares approximation to polynomial interpolation.  When does one do better than the other?  When are they reasonably indistinguishable?  Is there a time that they give equivalent approximations?

4. How does Taylor series approximation compare with the other methods of approximation?  When is it better?  When is it worse?  Do you notice any patterns to the error of Taylor polynomial approximation vs. the error of polynomial interpolation?  What difference does changing the center a have on the approximation/error graph?

Other Interesting Questions to Consider (pick a minimum of three to address)

· What difference is there between interpolation and extrapolation for the error?  Which method(s) seems to do the “best” for extrapolation?

· What effect did the symmetry of the function (or lack thereof) have on the various approximation methods?

· Which error norm does the Chebyshev polynomial approximation minimize (for a given order)?  What about for the Legendre polynomial approximation?  Did you observe this?  

· Explain the word “minimax” as it connects to the Chebyshev approximation (see Section 5.4).  Be sure to explain how this property appears in the error graphs for the Chebyshev approximation.

· Try increasing the order of the Chebyshev approximation (with the nodes visible).  What patterns do you notice concerning the locations and spacing of the nodes, compared to equispaced nodes?  How do the Legendre node locations compare to the locations of equispaced nodes and Chebyshev nodes?

· What good does it do to have two different measurements of the error?  What relationships can you deduce between the two different norms?  What kind of error graph would lead to one error norm being much larger than the other (and vice versa)?

· For the least squares approximation, is it ever “better” to use a lower-order approximation rather than a higher-order one?  Explain.
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